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DDoS Mitigation Overview 
 

Distributed Denial of Service (DDOS) attackers manage to remotely control computers “bots”, 
otherwise known as systems. They then direct thousands of these systems to send requests 
to one target, for example a website or application. This causes a traffic flood and leads 
servers to crash, affecting internal business continuity and preventing legitimate visitors from 
gaining access.  As a result of their power to threaten service performance or to shut down a 
website entirely, even for a short time, DDoS attacks are a constant threat to businesses.  

To ensure DDoS security, enterprises invest in mitigation strategies and technologies to 

counteract the business risks posed by DDoS attacks. DDoS mitigation solutions resist or 

mitigate the impact of Distributed Denial of Service (DDoS) attacks on networks by blocking 

malicious traffic in network traffic and application usage and allowing legitimate traffic to flow 

through.  
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How Mitigation Works 
 

DDoS mitigation flows through two essential steps: 

1. Detection – is the stage when the solution identifies traffic flow deviations that 

could indicate an oncoming DDoS attack.  This stage is extremely crucial, and the time 

taken to detect is the goal.  Even a few minutes delay could mean that the attack has 

been launched.   

2. Diversion – on detection, cloud mitigation solutions reroute traffic away from their 

target via DNS (Domain Name System) or BGP (Border Gateway Protocol). On-

premises solutions decide whether the traffic should be filtered or discarded. If it is 

decided to filter out, then DDoS traffic is removed by identifying patterns that indicate 

that it is DDoS and not legitimate traffic.  

Most enterprises continue to rely on various DDoS mitigation postures such as Intrusion 

Detection systems and Web Application Firewalls.  However, these postures may not be fully 

equipped to save businesses from DDoS attacks. For example, firewalls often create 

bottlenecks and accelerate outages. More about the advantages and disadvantages of DDoS 

mitigation postures here.    

 

https://info.mazebolt.com/ddos-mitigation-guide-lp
https://info.mazebolt.com/ddos-mitigation-guide-lp
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Innovating to beat the attacks, DDoS defenses have grown in 

technology expertise and evolved into independent DDoS 

mitigation solutions that help organizations in mitigating 

attacks to prevent downtime.   

However, the year 2019 saw 8.4 million DDoS attacks. This 
translates into 670,000 attacks per month or 23000 attacks 
per day and 16 attacks every minute.  The costs of attacks are 
substantial and a single attack on average cost enterprises 
US$2 million.   

In 2020, the number of attacks soared to 9 million. This means 
there were 805,000 attacks per month, i.e., 30,000 per day and 
21 attacks per minute. The attacks cost enterprises between 
US$2.3 million to US$4 million.  The attacks were more complex and the strategies ever more 
complicated with multi-vector attacks increasing by 1000% since 2019.   

The year 2020 also saw a 570% increase in bit-and-piece DDoS attacks. But the DDoS highlight 
of the year was the AWS DDoS attack that lasted 3 days and peaked at a 2.3 terabytes per 
second.  

A recent survey by Kaspersky found that 20% of companies with 50 employees or more 
reported that they have been the victim of at least one DDoS attack.  

The question then arises as to how attacks continue to 

penetrate despite mitigation solutions. 

Here are 4 things that DDoS mitigation vendors won’t tell you. 
 
The patterns of DDoS attacks are always changing – The attacks growth, intensity, 
and penetration time, change fast, along with the Internet world. Even with the most 
sophisticated DDoS protection systems available today, configuration changes cannot keep 
up-to-date with the ongoing changes to network and services, nor with the changing nature of 
attacks (shorter in duration but extremely complex) that leave almost no time to react. Over 
the years, it has been an established practice for enterprises to evaluate existing DDoS 
mitigation solutions and opt for one based on pricing, popularity, features, and robustness. 
However, it appears that this solution may not always work.  Even the best of solutions, if not 
updated to reflect network changes, could pave the way for DDoS vulnerabilities.  Based on 
420 DDoS tests conducted by MazeBolt on enterprises for the first time between 2015 to the 
end of 2017, configurations leave an inline vulnerability of >48%, empowering DDoS attack 
vectors to penetrate the best of DDoS mitigation solutions.  

This is because enterprise IT teams will not be aware of the vulnerabilities until attacks strike.  
In these instances, the IT team along with the mitigation solution will rise to action to mitigate 
the attack.  The time taken to mitigate an attack is dependent on the IT team’s agility and 
expertise to detect traffic anomalies and the speed with which the alert is communicated to 
internal stakeholders. The mitigation solution if it is an on-demand solution, will also need the 
IT team to communicate to the mitigation solution’s contact person. The mitigation process 
to begin is dependent on, as we can see, a set of steps that need to be initiated and kickstarted 
and the whole process could take time allowing the attack to gather speed and cause 

An example of an attack that penetrated 
despite mitigation is the Dyn attack of 2016.  
The attacks knocked out access to some 
high-profile web sites, threw as many 
packets at Dyn’s infrastructure as it could, 
and the company responded with its own 
mitigation actions as well as cooperation 
from upstream internet providers who 
blocked some of the attack flow. Despite 
these efforts, it still suffered waves of 
packets 40 to 50 times higher than normal 
traffic.  
[https://www.csoonline.com/article/3135986/ddo
s-attack-against-overwhelmed-despite-mitigation-

efforts.html] 

https://media.kasperskycontenthub.com/wp-content/uploads/sites/45/2018/03/08234158/IT_Risks_Survey_Report_Threat_of_DDoS_Attacks.pdf
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disruption to services.  If it is an always-on solution, the process will be automatically initiated 
but we need to bear in mind the fact that the mitigation begins after the attack has already 
been initiated! 

In an ideal world this entire process flows through without a hitch. However, in the real world, 
this process is set up for failure, and is not foolproof.  For example, it is a fact that enterprises 
must constantly deal with employee churn. New staff could make changes to applications 
and networks without realizing the impact on the DDoS mitigation solution’s effectiveness.  
The larger the enterprise, the more chances that the impact of network changes on DDoS 
mitigation may not be communicated and fall through the cracks or as in this case, pave the 
way for DDoS vulnerabilities.   

DDoS mitigation solution vendors will later discuss the prowess with which they were able to 
mitigate the attack.  But the fact remains that the solutions by their inherent weakness left the 
enterprise open for attacks by not closing vulnerabilities as and when they occurred. 

False positives – Mitigation solutions often cannot tell the difference between real users 
and a DDoS attack.  DDoS mitigation solutions can conclude mistakenly, a surge in traffic to 
be attacks and block the same. The reason for this is, mitigation solutions are attuned to react 
but they cannot and do not have the time when under what could be an attack, to intelligently 
differentiate between DDoS and legitimate traffic. The impact of legitimate traffic being 
blocked need not be spelt out.  All enterprises with online presence and those that thrive on 
online traffic know the impact of blocking legitimate traffic. Research indicates that down 
downtime can cost up to US$100,000 per hour.   

Smokescreen – In the recent past there have been several cases where large service 
disruptions came in parallel with other attack vectors where DDoS was a smokescreen. 
Mitigation solutions do not offer full protection from these Dark DDoS attacks as they are 
referred to, as they rely on human observation and intervention which results in a time lapse.  
In the interim gap, some damage may already be done, such as affecting a network, or stealing 
confidential data.  As mentioned earlier, DDoS mitigation solutions rise to defend against 
attacks after they are launched.  What if the attack is a distraction? Can mitigation solutions 
be aware of this and if yes how?  The fact is, troubleshooting only happens when systems are 
brought down by a damaging DDoS attack.   

Combo and multi-focal attacks – Many of today’s advanced DDoS attacks combine 

some or all the approaches described above to launch complex DDoS attacks. Attackers use 

a complex mix of different attack vectors to a variety of targets, making it much more complex 

for mitigation systems and services to focus on what’s going on, and what to block first. This 

strategy successfully achieves longer downtime before attack detection and mitigation.  

DDoS mitigation solutions require trained experts to manage the same.  Most internal IT 

teams do not have or feel the need to have in-house DDoS mitigation experts and they leave 

the mitigation management in the hands of the solution providers. As a result, the IT team 

cannot be 100% sure whether their mitigation solution is working or has been disabled.  
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Findings from our Research 
 

All the points indicate one important fact and that is, mitigation solutions are reactive in 

nature.  Mitigation solutions do not constantly re-configure and fine tune their DDoS mitigation 

policies. This leaves their ongoing visibility limited and forces them to troubleshoot issues at 

the very worst possible time, that is, when systems are brought down by a successful DDoS 

attack. These solutions are all reactive, only closing DDoS vulnerabilities after a successful 

attack happens.      

There needs to be a persistent visibility of attack surface risks, while maintaining service levels 

intact. Also, there needs to be knowledgebase-assisted vulnerability remediation, with 

prioritized action plan. RADAR™, is MazeBolt’s new patented technology solution and part of 

the MazeBolt security platform. RADAR™, MazeBolt’s new patented technology solution is the 

only 24/7 automatic DDoS attack simulator on live environment with ZERO downtime/ 

disruption. It automatically detects, analyses, and prioritizes the remediation of DDoS 

vulnerabilities in any mitigation system. Raising the efficiency of your Mitigation solution, 

delivering the ultimate DDoS protection. 

About MazeBolt 
 

MazeBolt is an innovation leader in cybersecurity and part of the DDoS mitigation space. 

Offering full DDoS risk detection and elimination and working with any mitigation system to 

provide end to end full coverage. Supporting organizations in avoiding downtime 

and closing DDoS vulnerabilities before an attack happens. 

 

 

https://mazebolt.com/ddos-radar/
http://www.mazebolt.com/

